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Abstract
This paper presents the Jacobi method to solve Poisson’s
equation and regenerate images from the divergence of an
original image. There has been a lot of related work that im-
plement Poisson solvers, which explains the steps necessary
to generate an image using a linear solver. Poisson’s equa-
tion can be simplified to be solved by a linear equation, and
this paper uses the Jacobi method approach. The program
calculates divergence of the original image and the Jacobi
method is able to approximate an image similar to the orig-
inal. Regenerated images use an iteration count of 50000 .
The project also implements a basic watermark feature that
adds watermarks to an image. Future work of the project
can further implement different types of image manipula-
tion, such as copy paste, image restoration and other linear
solvers. This paper demonstrates one approach to solve Pois-
son’s equation for image regeneration.

1 Introduction
The goal of this project is to understand how image recon-
struction is done using Poisson’s equation, and then imple-
ment a simple reconstruction algorithm on an image.

Restoring dated or printed images becomes more promi-
nent as older images become affected by time. Using chem-
icals to print photos is a good way to have them last a long
time. A long time is not enough, photos have been around for
two hundred years, and photos will inevitably get damaged
either by light, or any other of the many ways to damage
printed photos. Figure 1 shows a photo that is about twenty
years old and it is facing noticeable damage 1. As you can
see here are vertical lines running across the photo and there
is noticeable fading of the whole photo.

Restoration of images has been around for many years
and early work used Fourier-transformation to restore im-
ages [Richardson 1972]. His work was later build upon by
future authors such as [Bertalmio et al. 2000], and [Pérez
et al. 2003]. They were able to use the old well known
Poisson’s equation to solve for images and repair damage
or images with missing pieces. These authors used Poisson’s
equation to restore images in more discrete methods.

Our project takes a further look at solving Poisson’s equa-
tion to regenerate images, and leaves restoration of images
for future work. Initial investigation of related work shows

Figure 1: An old picture of C. Albert’s family.

that most authors do manipulations on gradient fields and
then restore the image using divergence. The reason Pois-
son’s equation is so useful is that it is a partial differential
equation, and allows computation an image from it’s diver-
gence.

When Poisson’s equation is setup properly a linear solver
may be used to retrieve an image from the divergence. The
Jacobi method is the linear solver we use to solve Poisson’s
equation. Our implementation of the Jacobi method recon-
structs an image in 50000 number of iterations. With these
initial results show the importance of linear solvers and Pois-
son’s equation.

This paper shows how to calculate the gradient of an im-
age. The first step is to change the image into a scalar func-
tion. The scalar function is used to calculate gradient field of
an image. The gradient of the image allows us to make mi-
nor changes to an image, and even make estimations where
images contain artifacts. After the gradient manipulations
occur the divergence of the image is restored using Poisson’s
equation.

This process shows how to add images together to get a
completely new image. This paper shows the results of using
a Jacobi solver to regenerate an image from its divergence.
We manipulate an image divergence by merging two images
together to add a simple watermark to an image. The results
of this paper are promising and give us many paths to take to
improve our methods.

The goal of this project is to understand how image re-
construction is done using Poisson’s equation, and then im-
plement a simple algorithm to regenerate an image from the
divergence a vector.
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The rest of paper is outlined as follows. Section 2 dis-
cusses current research in Poisson image restoration. Section
3 is dedicated to introducing explaining Poisson’s equation,
gradients and a way to solve Poisson’s equation for image
restoration. Section 4 explains artifacts and proposes meth-
ods to remove them. In section 5 talks about the future work.
Section 6 is the conclusion.

2 Related work

Using Poisson’s equation to reconstruct and repair images
is a popular method, because it allows images to be trans-
formed into vectors and manipulated. The resulting vectors
can be solved with Poisson’s equation retrieve a smooth im-
age. An initial analysis shows that recently [Bertalmio et al.
2000] Poisson’s equation has been used to do image recon-
struction. The current work includes many different ways of
doing image reconstruction. One field looks at taking current
images that are damaged or missing parts and using gradient
and Poisson to reconstruct the image. Another area looks at
dragging and dropping images on top of each other then treat
the resulting image as a damaged image and do the repair us-
ing Poisson.

Bertalmio et al. introduces their paper by making a goal
that they want to repair damaged photos. These photos may
have inpainting, meaning adding text on top of a picture.
The authors also include photos that are damaged or miss-
ing parts of the image. Their contribution is different from
other approaches as they do not require user input to define
the texture of the spot being restored. They create a tool that
uses partial differential equations and a mask to determine
the area to be filled in and reconstructed. Once they fill in
the area they use a smoothness function to improve the im-
age. [Bertalmio et al. 2000] made a major contribution by
allowing restoration of images to be done automatically.

Image completion is bad in many cases because it lacks
gradient of an image and thus cannot fill in missing parts
of an image without having significant artifacts. To over-
come this problem [Shen et al. 2005] introduces three steps
in the process. First a gradient-patch is used to make up
gradient that should be in the image. Then second gradient-
patches use an update measure to find the distance between
the source patch and a target in the gradient domain. Last the
image is completed using Poisson’s equation on the gradient
map generated by the tool.

Image reconstruction has also been extended to restoring
documents that have folds and other geometric distortions.
[Sun et al. 2005] combines 3D imaging with Poisson im-
age restoration. Two initial challenges present themselves
in using 3D images first shading, and second geometric cor-
rection. The paper first solves this problem using previous
work on the related subjects. [Ballester et al. 2001] Once
the image has been restored to its 2D format then they solve
Poisson equation and restore the image. This is work is use-
ful for restoring fragile documents without touching them.

Figure 2: Guided interpolation notations. Unknown func-
tion f interpolates in domain ∆ the destination function f∗,
under guidance of vector field v, which is an example gradi-
ent field of a source function g

Mixing images is a difficult task to accomplish because
the every image has a different gradient field. The gradients
are important because it is what allows an image to seem-
ingly mesh together. [Pérez et al. 2003] offered a solution
to fix the problem of images not being able to be place to-
gether. They do this without causing major clashing of the
two images. They mix the gradients of the images together
by weaving the two images into one another. They also made
a contribution selecting only part of an image that one might
want to reconstruct and then running Poisson’s partial dif-
ferential equation on that section, this was accomplished by
using a mask. These tools improved the field of image drag
and drop.

Drag and drop images as previously mentioned simply se-
lected an image and dropped it onto the destination image.
By doing this the destination image may contain undesired
artifacts. [Jia et al. 2006] offers a way to avoid having these
artifacts. They make automatic edits to the image being
dropped into a destination image. This method looks at when
the boundary of the image that is being dropped is different
than the gradient of the destination image. They change the
boundary and make the image fit nicer into the destination
image.

3 Poisson
The related work gives insight on using Poisson’s equation
to solve for an image. Understanding Poisson’s equation is
necessary to reconstruction an image. The next step is to re-
trieve a gradient field of an image. With the gradients a linear
method is used to solve Poisson’s equation restore an im-
age from the divergence from the gradient field. This project
shows the setup Poisson’s equation, manipulate an image and
restore the image from a gradient field.

3.1 Poisson Equation
Figure 2 taken from [Pérez et al. 2003] illustrates notations
used in applying Poisson’s equation to our image editing
problem. S is a domain for the function f which is a closed
subset of R2. Ω is a closed subset of S with the function f∗.
v is the vector field of image Ω.
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Poisson’s equation is a partial differential equation that is
expressed as follows:

∆ϕ = f (1)

∆ is the Laplace operator, which is a differential operator.
The ϕ(x, y) and f(x, y) are functions, in R2 domain. In this
project Poisson’s equation is used to regenerate 2D images.

Poisson’s equation is used to solve the Ω to get an image
f . This can be accomplished using satisfying the associated
Euler-Lagrange equation ∆f = 0 over Ω, ∆ in our equation
is represented as δ2

δx2 + δ2

δy2 . We now transform this problem
into a minimization problem to solve the image f .

For the minimization problem we define it as the simplest
interpolant f of f∗ over Ω and represent it by the following
equation:

minf

∫∫
Ω

|∆f |2 (2)

Include the vector field v to the minimization equation (2).
We now apply the directly to the vector field v.:

minf

∫∫
Ω

|∆f − v|2 (3)

there problem has a unique solution with Dirichlet boundary
conditions and is expressed:

∆f = divv over Ω (4)

We use this equation for each of the three colors in the RGB
space to solve for the colored image f . All the results in this
paper are reported with solving equation (3) and each color
red blue and green of an image is independently solved.

3.2 Gradient and Divergence
To get a gradient field an image must be represented as a
scalar function. The divergence in equation 4 is derived from
the gradient field. The following preliminary steps are nec-
essary to setup Poisson’s equation 1) represent the image as
a scalar, 2) have an equation to calculate the gradient, 3) take
care of boundary conditions, 4) calculate the divergence and
5) normalize results to represent as an image.

In order to calculate a gradient we need a scalar function.

f(x, y) (5)

This scalar function can be used to take the partial derivative
of x and y to get a gradient field. The gradient field is the
rate of change in the x and y direction and is represented by
the following equation:

∇f = (
δf

δx
,
δf

δy
) (6)

To get a gradient field an image be represented as a scalar
function. An easy way to represent the image as a scalar
is to represent each pixel as a red green blue (RGB) value.

Figure 3: fx

Figure 4: fy

This project uses that method to represent an image f with
the variables x, and y the x, y coordinates of the pixel in the
image. The return value of function f is an integer represen-
tation of the RGB value for each pair (x, y). This is how we
represent our image as a scalar function.

The gradient field of our image can be shown with the
scalar function previously explained. This is calculated by
taking the difference between the current pixel and its neigh-
bors. This is calculated with the follow equation, where fx
is the is the gradient in the x direction. The follow equations
are used to calculate rate of change at every pixel.

fx(i, j) = f(i)(j + 1)− f(i)(j − 1) (7)

Figure 5: (fxx + fyy) The divergence of fx and fy normal-
ized to display in an image.
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fy(i, j) = f(i+ 1)(j)− f(i− 1)(j) (8)

It is not possible to use these equations to calculate gra-
dient at the border of an image. The problem that occurs
when using equations 7 and 8 is that these equations can-
not be used to calculate the boundary conditions. If 7 comes
to a boundary pixel it cannot use the equation calculate the
gradient because there is no j + 1 pixel. To overcome this
boundary problem every boundary pixel is duplicated in both
x and y axis. The duplicated pixels allow us to keep the orig-
inal image size and still get the gradient of the image.

The divergence, which is the right hand side of Poisson’s
equation (4), can be calculated with the resulting gradient
field of an image. An example of the divergence of figures
3 and 4 is seen in figure 5. The divergence is the second
derivative of equations 7 and 8 added together:

divf = (
δ2f

δx2
+
δ2f

δy2
) = fxx(i, j) + fyy(i, j) (9)

The same boarder conditions apply to calculating diver-
gence that happened with calculating the gradient. solve the
boarder problem the same way we did for gradients and du-
plicate each border pixel.

Calculation of the gradient fields has resulting values be-
tween -255 and 255. But negative values cannot be repre-
sented in an image that has regular RGB values 0 to 255. We
normalize the gradient field array in order to display these
values as an image in this paper. Following function is used
to normalize the array:

I(x, y) = bf(i, j)− fmin
fmax − fmin

× 255c (10)

3.3 Poisson Solver
In Poisson’s equation discussed in section 3.1 there is one
matrix ∆ and two vectors f , and div v. The divergence vec-
tor v is known by calculations from equation (5), but there
are two unknowns ∆ and f , which are respectivly the Lapla-
cian, the image to be reconstructed. f can be computed in a
discrete way by expressing the Laplacian and divergence as
discrete filters. But this representation is difficult to solve for
large vectors so an iterative Jacobi Poisson solver is used to
approximate the solution. Using the Iterative Jacobi solver
an image is regenerated from the divergence of that same
image.

To solve Poisson’s equation (4) we express ∆ and the di-
vergence as discrete filters. An example of a discretized
Laplacian for a single pixel would use the following grid:

∆→

 0 −1 0
−1 4 −1
0 −1 0

 (11)

The divergence of the image needs to be setup to be a single
column matrix. To do this we stack the columns of the image

Figure 6: A 4-by-4 image setup as a discrete Poisson prob-
lem, image from Berkeley CS 267 class notes

on top of each other. The image to be reconstructed is also
a vector of the same dimension as the divergence. The final
representation of this equation for an image 4-by-4 pixels
would look like Figure 6. The resulting problem is reduced
to a linear system but does not scale well as the image size
increases, the size of the matrix also increases by factor N2.

Jacobi Method A Jacobi solver is used to approximate an
image from the divergence, because direct solving of Pois-
son’s equation (4) using the discretized Laplacian and diver-
gence is not possible for large images. The algorithm for the
Jacobi method is as follows:

initialize all of f’(x,y) to 0
do

for i to n
for j to m
f(i,j) = (f’(i-1,j)+ f’(i+1,j)+ f’(i,j-1)+ f’(i,j+1)

+ div(i,j))/4
f’(i,j) = f(i,j)
while (image has not converged)
return f(i,j)

This algorithm needs only one input which is the diver-
gence v. The algorithm initializes the approximation of the
image to zero. Then the program goes to every pixel and
takes its four neighbors and adds them and the div of the
pixel and then divides by four. This algorithm loops until
the image converges or for a defined number of iterations.
Our Jacobi approximation method minimizes the differences
between ∇f and divv.

Applying Mask A Poisson solver create a transparent wa-
termark on an image by adding the divergences of two im-
ages together. To do this we use two images, one that the
original image and other has the watermark to be added.
Both images are the same size and the watermark has a ho-
mogeneous background, except for the location of the water-
mark. The homogeneous background makes the divergence
of the 0 every where except for the location of the water-
mark. Both images are added together and produce an image
with a watermark.

4
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4 Artifacts

We use the Jacobi method on a number of images and com-
pare them to the original image. There are a few artifacts in
the resulting image. The watermark functionality also can be
improved. Our final images are computed with 50000 itera-
tions of Jacobi method.

Regenerating image Figure 7 is an example of running
our implemention of the Jacobi method. This image com-
pared to the the original fig 1 has good coloring in the middle
of the picture. One of the problems in the picture are that the
boarders are white and do not have the same darker coloring
of the original image. The artifacts occur due to our method
of dealing with the boarder of the image, using the Jacobi
method.

We tried two different methods when dealing with boarder
pixels using the Jacobi method. The first method to deal with
the board pixel was to not calculate that pixel and leave it at
zero. The result of that method is shown in figure 7. The
other method we tried was similar to calculating the gradi-
ents. Boarder pixels were duplicated and instead of using
adjacent non existing pixels the duplicated pixel was used.
The result of that method is figure 8, it produced an image
that was much darker than the original image. The original
method of calculating boarder pixels, which left boarder pix-
els at zero, while the Jacobi method was calculated is used
for all images in this paper.

Watermark An example of the watermark feature of our
application is figure 10. The image produced by the water-
mark has more artifacts than only regenerating the image.
Simply adding divergence of the watermark and the image
sometimes caused the image to not have equal levels over
the entire image. One way to fix this may be to use only a
small ratio of the divergence of the watermark. We did when
the divergence of the watermark was small it would allow the
image to produce a result much closer to that seen in when
only regenerating an image.

5 Future Work

Poisson’s equation allows regeneration of images that have
changed gradient fields, or seamlessly integration of two im-
ages as discussed in section 2. Watermark feature of the
project produces initial results on seamless integration of im-
ages, and is to how drag and dropping discussed by [Jia et al.
2006] works. Further work includes adding boundary cal-
culations to improve the boarder of the image that is being
pasted on. Adding or removing the transparency of an inte-
grated image can also help improve the final image.

Further exploration is necessary to implement an image
restoration feature to this project. In order to accomplish
this divergences need to be estimated for the mission sec-
tions of an image, and is discussed by [Pérez et al. 2003]. A
mask may be used to identify what parts of the image needs
restoration. With the mask estimations of missing sections

Figure 7: An approximation using Jacobi method to solve
for the original image. With boarder pixels ignored.

Figure 8: An approximation using Jacobi method to solve
for the original image. With boarder pixels duplicated.

are calculated and an linear solver can reproduce an image
to restore missing, or damaged sections.

There are many different methods that can compute the
linear equation (4) and minimize the difference in the origi-
nal image and desired image. The Jacobi method used solve
Poisson’s equation is slow. A different linear solver can be
implemented to improve the speed of the program. The Ja-
cobi method in calculates linear problems in N2 time. An
improvement to the project would be to use the the conju-
gate gradient implementation which cuts the calculation time
to N (3/2), or Fast Fourier Transform calculates in only N
time. Further research allows us to change from using the

Figure 9: An example watermark on an image.
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Jacobi method and implement other linear solvers.

6 Conclusion
We show how Poisson’s equation is used to regenerate an
image from the divergence of gradient fields. We calculate
gradients of an image and also take in to account the boarder
conditions. An implementation of the Jacobi method solves
Poisson’s equation using only a divergence. Our program
obtains images that looked similar to our original image.

The Jacobi method provided us with an initial experience
on methods of solving Poisson’s equation. An implementa-
tion of a water mark feature demonstrates how image diver-
gences can be layer to produce a new image. Implementing
our watermark method allowed us to see how images react
when two divergences are added together. Further work in-
cludes implementing further gradient manipulations and re-
fining our calculation of boundary conditions.
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