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Abstract—A time series is a sequence of data points, measured
typically at successive points in time spaced at uniform time
intervals. Time series analysis comprises methods for analyzing
time series data in order to extract meaningful statistics and
other characteristics of the data.In the context of statistics,the
primary goal of time series analysis is forecasting. In the context
of signal processing it is used for signal detection and estimation,
while in the context of data mining, pattern recognition and
machine learning time series analysis can be used for clustering,
classification, query by content, anomaly detection as well as
forecasting. This project is aimed making a time series data
mining tool which can be used to accomplish the above goals.

The tool developed can be used to perform anomaly detection,
forecasting, similarity detection. The tool has been developed and
tested using these data sets.

Index Terms—time series, forecasting, similarity detection,
anomaly detection.

I. INTRODUCTION

A time series is a set of observations Xt , each one being
recorded at a specific time t. Discrete-time time series is one
in which the set T of times at which observations are made
is a discrete set. Continuous-time time series are obtained
when observations are recorded continuously over some time
interval, e.g., when T0 belongs [0,1]. Examples of time series
are the daily closing value of the ECG readings and the annual
flow volume of the Nile River at Aswan. Time series are
very frequently plotted via line charts. Time series analysis
comprises methods for analyzing time series data in order to
extract meaningful statistics and other characteristics of the
data. Time series forecasting is the use of a model to predict
future values based on previously observed values.

A. Literature Survey

A time series is a collection of observations made
sequentially through time. At each time point one or more
measurements may be monitored corresponding to one or
more attributes under consideration. The resulting time series
is called univariate or multivariate respectively. In many
cases the term sequence is used in order to refer to a time
series, although some authors refer to this term only when
the corresponding values are non-numerical. Throughout this
paper the terms sequence and time series are being used
interchangeably. The most common tasks of time series
data mining methods are: indexing, clustering, classification,
novelty detection, motif discovery and rule discovery. In most
of the cases, forecasting is based on the outcomes of the

Fig. 1. Time Series Example: ECG

other tasks. A brief description of each task is given below.
Indexing: Find the most similar time series in a database to
a given query time series.
Clustering: Find groups of time series in a database such
that, time series of the same group are similar to each other
whereas time series from different groups are dissimilar to
each other.
Classification: Assign a given time series to a predefined
group in a way that is more similar to other time series of
the same group than it is to time series from other groups.
Novelty detection: Find all sections of a time series that
contain a different behavior than the expected with respect to
some base model.
Motif discovery: Detect previously unknown repeated
patterns in a time series database.
Rule discovery: Infer rules from one or more time series
describing the most possible behavior that they might present
at a specific time point (or interval).

The ability to model and perform decision modeling and
analysis is an essential feature of many real-world applications
ranging from emergency medical treatment in intensive care
units to military command and control systems. Existing
formalisms and methods of inference have not been effective in



real-time applications where trade-offs between decision qual-
ity and computational tractability are essential. The objective
of this project is to fill the void that exists and help in proper
analysis of time varying data.

B. SCOPE

The scope of a time series data mining tool is two fold. The
first is to obtain an understanding of the underlying forces and
structure that produced the observed data. The second is to fit a
model and proceed to forecasting, monitoring or even feedback
and feed forward control. The time series data mining tool can
be used in the following fields.

• Economic Forecasting
• Sales Forecasting
• Rainfall Analysis
• Stock Market Analysis
• Yield Projections
• Process and Quality Control
• Census Analysis

C. METHODOLOGY

Time series analysis of data requires the user to able to
view the different algorithms and the result obtained from
each algorithm along with the graphs which help the user
understand the time varying nature of the data. Hence, the
representation of data becomes very important. Having under-
stood this requirement in the early phase of the project, we
adopted a methodology that will accomplish the objectives in
a neat and intuitive way. A GUI was developed in the form of
Java Server Pages and the back end was coded in Java which
helped us exploit the object oriented paradigm in design of
algorithms.

II. SOFTWARE REQUIREMENTS SPECIFICATION

Software Requirement Specification (SRS) is an important
part of software development process. It includes a set of use
cases that describe all the interactions of the users with the
software. Requirements analysis is critical to the success of a
project.

A. Assumptions and Dependencies

• It is assumed that the user of this tool has basic under-
standing of time series data mining.

• Also, the user must have a decent knowledge of the
interpretation of line graphs.

B. Specific Requirements

This section shows the functional requirements that are to
be satisfied by the system. All the requirements exposed here
are essential to run this tool successfully.

C. Functional Requirements

a) : The functionality requirements for a system describe
the functionality or the services that the system is expected to
provide. This depends on the type of software system being
developed. The requirements that are needed for this project
are :

• The data sets should be normalized so that the algorithms
can be applied effectively.

• A good representation of the results should be made
available to the users through proper representation media
like graphs.

D. Software Requirements

1) DEVELOPERS MACHINE:

• Operating System: Windows 7/8, Linux, Mac
• Software Tools : Java, JDK 7.0, Apache Tomcat Server

version 7.0
Web Browser (Mozilla, IE8+, Chrome)

• IDE : Eclipse IDE for J2EE Developers
• API Libraries : JQuery UI and Ajax Libraries (Active

Internet Connection)

2) END USERS MACHINE:

• Java Enabled Browser
• Active Internet Connection

E. HARDWARE REQUIREMENTS

• Processor: Intel Pentium 4 or higher version
• RAM: 512MB or more
• Hard disk: 5 GB

1) SOFTWARE INTERFACES : The Java Runtime Envi-
ronment (JRE) is required to run the software.

III. SYSTEM ARCHITECTURE

This section provides an overview of the functionality
and the working of the time series data mining tool. The
overall functionality of the application is divided into different
modules in an efficient way. The system architecture is shown
in Figure 2

A. DATA FLOW DIAGRAMS

A DFD is a figure which shows the flow of data between
the different processes and how the data is modified in each of
the process. It is very important tool in software engineering
that is used for studying the high level design.

There are many levels of DFDs. Level 0 gives the general
description and level 1 gives the detailed description. Going
higher in the level numbers greater description of the processes
will be given.



Fig. 2. System Architecture

Fig. 3. DFD Level 0

B. DFD LEVEL 0

The level 0 DFD is shown in Fig. 3 below which gives the
general operation of the TSDM Tool. There are two major
components. One external entities called user and the TSDM
Tool.

• User : The User is the one responsible to send the
data/instructions to the TSDM Tool. The data may be
a time series data or instructions to run datamining
algorithms on the data.

• TSDM Tool : This tool contains various algorithms
implemented under different categories like similarity
detection, forecasting, anomaly detection etc. Depending
on the instructions sent by the user, the algorithms is run
and the results are sent back.

C. DFD Level 1

The figure 4 shows the DFD level 1 diagram.

Fig. 4. DFD Level 1

D. User Interaction Diagram

The user interaction diagram in Figure 5 shows an overview
of a user interacting with the TSDM Tool.

Fig. 5. User Interaction Diagram

IV. IMPLEMENTATION

The implementation phase of any project development is
the most important phase and yields the final solution which
solves the problem at hand.The implementation phase involves
the actual materialization of the ideas, which are expressed
in a suitable programming language. The factors concerning
the programming language selection and platform chosen are
described in the following sections.

A. Programming Language Selection

a) : The programming language chosen must reflect the
necessities of the project to be completely expressed in terms
of the analysis and the design documents. Therefore before
choosing the language, features to be included in the project
are decided. The time series data mining project needs the
following features in a language to be implemented. Some of
the features required are stated as follows:

• J2EE provides us with servlets and JSP which help in
dynamically constructing web pages.

• J2EE provides us with Java Beans which help in proper
data manipulation.

• JSP and servlets make use of Java backend in a very
optimal manner. They have special tags which help us
exploit these features.

• Java’s core classes are designed from scratch to meet the
requirements of an object oriented system.

With these necessities in mind, J2EE is selected as the optimal
programming language to implement the project.



B. Platform

b) : The TSDM tool was built and designed on Win-
dows Operating system family. They were specifically tested
on Windows 7 with Google Chrome and Mozilla Firefox
browsers. Because the product is browser based, any user with
the browsers mentioned above will be able to run the tool. The
product is hence platform independent in the true sense.

C. Modules

This project is not yet complete and is currently under
development. The description of the modules are below :

• Similarity Detection : This module helps in finding
similarity patterns (that occur at regular intervals in
case of periodic time series), comparing different time
series data. SAX and DTW are the main algorithms
implemented/used in this module.

• Forecasting and Prediction : This module contain algo-
rithms/models which can be trained from the past time
series data and can be used to predict the future values
of a time series.

• Anomaly Detection : This module contains algorithms
that help in indicating anomalous patterns in the time
series data analyzed. Anomalies are patterns in time series
which deviate from the normal behavior and can indicate
fraud/danger depending on the application. For example
in an industry which produces the blades, the thickness
of the blade can be monitored by a machine as a time
series and any deviation from the normal error rate can
signal an error in the manufacturing process.

• Temporal Pattern Finder : This module helps in
finding hidden temporal patterns in a time series. This
module can be further extended to implement clustering
techniques.

V. CONCLUSION

A. Summary

In this project, we were able to successfully implement
the Time Series Data Mining Tool for analyzing the time
series and test its performance. This tool mainly contains
four modules, they are - Similarity Detection, Forecasting
and Prediction, Anomaly Detection and Temporal Pat-
tern Finder, which we were successful in implementing and
testing. The results obtained were presented in the previous
section.

Initially this project mainly focused on analyzing the sea and
water level time series. Later this application was extended to
any uni-variate time series data. Users can upload the time
series data to be analyzed and get the results instantly. Major
data sets used were :

• Sea Level Dataset : Indicating the sea level at various
times of a day.

• Water Level : Ground Water level data, indicating the
ground water level during various moths of an year for
upto 5 years.

• Finance Dataset : Consisting of stock index values of
Nifty and Vix collected every minuted for a week.(5
days,during market hours).

• ECG Dataset : The ECG voltage values of patients
collected every 4ms.(for 10 patients).

In this project, we also analyzed the efficiencies of different
algorithms for the same tasks and also compared the results
for different data sets.Clearly more work needs to be done.

VI. FUTURE ENHANCEMENTS

Some of the future enhancements are :
1) The size of the time series data analyzed is in terms of

Mega Bytes. For larger dataset(In terms of GBs) or big
data, distributed computing technologies like Hadoop
can be used.

2) The application can be extended to analyze multi variate
time series data.

3) The application could be made more responsive by using
Threads and Parallel/Cloud Computing

4) One more extension could be analyzing twitter post data
with respect to time and predicting the trends. This
requires NLP, but is an example of time series.

5) Efficient algorithms using Support Vector Models
(SVMs) for forecasting, Hidden Markov Model for
anomaly detection can be implemented.

6) This application uses static time series data, enhance-
ments can be made to use real time data.(In finance
applications)

7) This application can be converted into an mobile ap-
plication (android, iPhone, iPad) where the users can
analyze the time series data on the go and share the
results on facebook
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